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FIG.12
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FIG.15
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1
VIDEO IMAGE ENCODING DEVICE, VIDEO
IMAGE ENCODING METHOD, VIDEO
IMAGE DECODING DEVICE, AND VIDEO
IMAGE DECODING METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This patent application is based upon and claims the benefit
of priority of the prior Japanese Patent Application No. 2012-
104005 filed on Apr. 27, 2012, the entire contents of which are
incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a video
image encoding device, a video image encoding method, a
video image decoding device, and a video image decoding
method, for dividing a picture included in video image data
into plural blocks and encoding each block.

BACKGROUND

Generally, video image data includes a large amount of
data. Thus, a device for handling video image data com-
presses the video image data by encoding the video image
data, when sending the video image data to another device or
when storing the video image data in a storage device.

As a representative standard technology for encoding
video images, MPEG (Moving Picture Experts Group phase)-
2, MPEG-4, or MPEG-4 AVC/H.264 (H.264 MPEG-4
Advanced Video Coding) developed at ISO/IEC (Interna-
tional Standardization Organization/International FElectro-
technical Commission) is widely used.

As standard encoding technologies described above, there
is an inter encoding method for encoding a picture by using
information of the picture that is the encoding target and
information of pictures before and after the encoding target,
and an intra encoding method for encoding a picture by using
only information of the picture that is the encoding target.

Generally, the encoding amount of pictures or blocks that
have been encoded by the inter encoding method is smaller
than the encoding amount of pictures or blocks that have been
encoded by the intra encoding method. Therefore, according
to the selected encoding mode, the encoding amount of pic-
tures becomes disproportionate within the same sequence.
Similarly, according to the selected encoding mode, the
encoding amount of blocks becomes disproportionate within
the same picture.

Therefore, in order to transmit a data stream including
encoded video images by a constant transmission rate even if
the encoding amount varies over time, the transmission
source device is provided with a transmitting bufter for a data
stream, and the transmission destination device is provided
with a receiving buffer for a data stream.

A delay caused by these buffers (hereinafter, “buffer
delay”) is the main factor causing a delay from when each
picture is input in the encoding device until each picture is
displayed in a decoding device (hereinafter “codec delay™).
As the codec delay, there is decoding delay that is a delay
relevant to decoding, and display delay that is a delay relevant
to display (output).

By reducing the size of the buffer, the buffer delay and the
codec delay are reduced. However, as the size of the buffer
decreases, the degree in freedom in allocating the encoding
amount for each picture decreases. Consequently, the image
quality of a reproduced video image is deteriorated. The
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degree in freedom in allocating the encoding amount means
the extent of variation in the encoding amount.

MPEG-2 and MPEG-4 AVC/H.264 respectively specify
VBV (Video Buffering Verifier) and CPB (Coded Picture
Buffer), which are operations of a receiving buffer in an ideal
decoding device.

A video image encoding device controls the encoding
amount so that the receiving buffer of an ideal decoding
device does not overflow or underflow. An ideal decoding
device is specified to perform instantaneous decoding, where
the time taken for a decoding process is zero. For example,
there is a technology for controlling a video image encoding
device relevant to VBV (see, for example, Patent Document
D).

The video image encoding device controls the encoding
amount to ensure that data of a picture to be decoded is stored
in the receiving buffer at the time when the ideal decoding
device decodes the picture, so that the receiving buffer of the
ideal decoding device does not overflow or underflow.

The receiving buffer underflows when the video image
encoding device transmits a stream by a constant transmis-
sion rate, but transmission of data used for decoding the
picture is not completed until the time when the video image
decoding device decodes and displays the pictures, because
there is a large encoding amount for each picture. That is to
say, underflow of the receiving buffer means that data used for
decoding a picture is not present in the receiving buffer of the
decoding device. In this case, it is not possible for the video
image decoding device to perform a decoding process, and
therefore frame skip occurs.

In order to perform a decoding process without causing the
receiving buffer to underflow, the video image decoding
device displays a picture after delaying a stream by a prede-
termined length of time from the receiving time.

As described above, an ideal decoding device is specified
so that the decoding process is instantaneously completed by
a processing time of zero. Therefore, assuming that the time
of inputting an “i” th picture (hereinafter, also expressed as
“P(1)”) in the video image encoding device is t(i) and the time
of decoding P(i) in the ideal decoding device is dt(i), it is
possible to display this picture at the same time as the decode
time, i.e., at dt(i).

For all pictures, the display time period of the picture
{t(i+1)-t()} and {dt(i+1)-dt(i)} are equal, and therefore the
decode time dt(i) becomes {dt(i)=t(i)+dly}, which is delayed
by a fixed time dly from the input time t(i). Accordingly, the
video image encoding device has to complete transmitting
data used for decoding to the receiving buffer of the video
image decoding device until the time dt(i).

FIG. 1 illustrates an example of the transition of the buffer
occupancy amount of the receiving buffer according to the
conventional technology. In the example of FIG. 1, the hori-
zontal axis indicates the time and the vertical axis indicates
the butfer occupancy amount of the receiving buffer. A line 10
indicated by a solid line indicates the buffer occupancy
amount at each time point.

In the receiving buffer, the buffer occupancy amount is
recovered at a predetermined transmission rate, and data used
for decoding a picture at the decode time of each picture is
extracted from the buffer. In the example of FIG. 1, data of
P(i) starts to be input to the receiving buffer at a time at(i), and
the last data of the P(i) is input at a time fi(i). The ideal
decoding device completes decoding P(i) at a time dt(i), and
it is possible to display P(i) at the time dt(i).

The ideal decoding device performs instantaneous decod-
ing, while an actual video image decoding device takes a
predetermined length of time to perform a decoding process.
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Generally, the decoding process time for one picture is shorter
than the display period of a picture; however, the actual video
image decoding device takes an amount of time close to the
display period of a picture for performing the decoding pro-
cess.

The data of P(i) is input to the receiving buffer from the
time at(i) to the time ft(i). However, the time at which data
used for decoding each block arrives between at(i) and ft(i) is
not ensured. Therefore, the actual video image decoding
device starts the process of decoding P(i) from the time ft(i).
Accordingly, assuming that the maximum processing time to
be taken for decoding one picture is ct, it is only possible to
ensure that the actual video image decoding device completes
the decoding process within the time ft(i)+ct.

The video image encoding device ensures that dataused for
decoding P(i) arrives at the receiving buffer until the time
dt(i), i.e., it is ensured that fit(i) dt(i) is satisfied. Thus, when
ft(i) is at the latest time, ft(i) becomes the same as dt(i).

In this case, the time at which completion of the decoding
process of the entire P(i) is ensured is dt(i)+ct. To display all
pictures at equal intervals, the video image decoding device is
to delay the display times of the respective pictures by at least
a time ct with respect to the ideal decoding device.

In VBV of MPEG-2 and CPB of MPEG-4 AVC/H.264, the
difference between the arrival time of each encoded picture in
the video image decoding device and the display time of each
encoded picture that has been decoded is expressed as (ft(i)-
at(i)+ct). That is to say, it is difficult to achieve a codec delay
of' less than the time ct, where the codec delay extends from
when each picture is input to the encoding device to when the
picture is output at the decoding device. That is to say, the
time ct is usually the processing time for one picture, and
therefore it is difficult to achieve a codec delay of less than the
processing time for one picture.

Patent Document 1: Japanese Laid-Open Patent Publica-
tion No. 2003-179938

Non-patent Document 1: JCTVC-H1003, “High-Effi-
ciency Video Coding (HEVC) text specification draft 67,
Joint Collaborative Team on Video Coding of ITU-T SG16
WP3 and ISO/IEC JTC1/SC29/WG11, February 2012

Non-patent Document 2: MPEG-2 Test Model 5. April
1993.1SO-IEC/JTC1/SC29/WG11/N0400 (http:/fwww.
mpeg.org/ MPEG/MSSG/tm5/)

In the conventional technology, it is difficult to make a
codec delay become the processing time for one picture.
However, there is the following method for making the codec
delay become less than the processing time for one picture.
For example, this method is for assigning each block in a
picture to one of an N number of groups, and assigning a
decode start time to each group. A group is, for example, one
block line. A block line expresses a line of blocks in the
horizontal direction of the picture.

If the amount of information generated in each group is
made uniform, the difference in the decode start time of
continuous groups matches the processing time for each
group, and the time ct becomes the processing time ct/N of
each group. Thus, as a result, it is possible to decrease the
codec delay to the processing time for each group.

FIG. 2 illustrates an example where the codec delay is
made to be less than one picture time by group division. A
graph line 17 in FIG. 2 expresses the time transition of the
buffer occupancy amount of the conventional method. Mean-
while, a graph line 15 in FIG. 2 expresses the time transition
of the buffer occupancy amount according to group division.

According to the group division method, the decode start
time dgt(i, n) of the “n” th group of P(i) (hereinafter, also
expressed as G(i, n)) is defined, and the buffer occupancy
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amount is decreased. Each group is decoded by taking the
group decode time ct/N indicated by the reference numeral 16
starting from the corresponding decode start time. Therefore,
the delay in the display possible time (the time during which
display is possible) of each group is reduced.

In the group division method, the amount of information
generated in each group is substantially equal, and therefore
the codec delay is reduced to the time per group. Codec delay
is the maximum value in a case where the information gen-
eration amount in each block in the group is significantly
disproportionate. However, under actual circumstances, the
disproportion in the generated information amount in each
block in the group is reduced by appropriate rate control. In
this case, it is theoretically possible to further reduce the code
delay, but this is difficult to achieve by the block division
method. The reason for this is described with reference to
FIGS. 3 through 6.

FIG. 3 illustrates operations of a receiving buffer of the
video image decoding device. In the example of FIG. 3, the
cumulative value of the amount of encoded data arriving at
the receiving buffer, and the cumulative value of the encoded
data consumed by a decoding process are used to express the
operations of a receiving buffer.

A graph line 20 in FIG. 3 expresses the cumulative value of
the amount of encoded data arriving at the receiving buffer.
The encoded data is transmitted from the video image encod-
ing device to the video image decoding device by a fixed rate
R.Inthe example of FIG. 3, the first bit arrives at the receiving
buffer of the video image decoding device at a time “at(0)”,
which is zero.

A graph line 21 in FIG. 3 expresses the cumulative value of
encoded data consumed by an instantaneous decoding pro-
cess in units of pictures. After the initial delay dly, the “i” th
picture P(i) (i=0, . . . ) is sequentially subjected to instanta-
neous decoding at dt(i). The difference dt(i+1)-dt(i) in the
instantaneous decode time between two continuous pictures
is fixed. The encoding information amount of P(i) is
expressed by b(i).

at(i) and ft(i) express the time at which the first bit in the
encoded data of P(i) and the last bit in the encoded data of P(i)
arrive at the video image decoding device, respectively. In
order to prevent the receiving buffer of the video image
decoding device from underflowing, all encoded data of P(i)
is to arrive at dt(i). That is to say, dt(i)=ft(i) and dt(i-1)=at(i)
are to be satisfied.

The capacity of the receiving buffer at each time corre-
sponds to the difference between the graph line 20 and the
graph line 21 at each time. For example, the capacity of the
receiving buffer after instantaneous decoding of P(0) at time
dt(0) is the bit amount indicated by a reference numeral 25.

FIG. 4 illustrates the operation of the receiving buffer
focusing on one P(1). FIG. 4 is illustrated by enlarging part of
FIG. 3.

Particularly, the example of FIG. 4 illustrates a case where
instantaneous decoding is performed in units of pictures, the
receiving buffer of the video image decoding device does not
underflow, and at(i) and ft(i) are the latest times, i.e., dt(i)=ft
(1) and dt(i-1)=at(i). In the example of FIG. 4, the number of
groups N is 4, and the number of blocks and the generated
information amount of each of the groups dgt(i, n+1)—dgt(i,
n) is uniform.

A graph line 30 in FIG. 4 expresses the cumulative value of
the amount of encoded data arriving at the receiving buffer of
the video image decoding device. A graph line 31 expresses
the cumulative value of the encoded data consumed by instan-
taneous decoding in units of pictures.
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A graph line 32 expresses the cumulative value of the
encoded data consumed by instantaneous decoding in the “n”
th group G(i, n) of P(i) at dgt(i, n).

In the group division method, it is assumed that the
amounts of generated information in the respective groups are
averaged in the picture. That is to say, the total sum of the
amounts of generated information in the blocks in the groups
of P(1)is b(1)/N. b(i) is the amount of generated information in
PQ@).

The minimum value of the amount of generated informa-
tion in the blocks in the groups of P(i) is zero, and the maxi-
mum value is b(i)/N. In a case where the blocks in P(i) are
instantaneously decoded at equal intervals from dt(i-1) to
dt(i), a graph line f{t) expressing the cumulative value of the
consumed encoded data is present inside square areas indi-
cated by reference numerals 35 through 38.

When the amounts of generated information in the blocks
are equal, f(t) is a straight line (matching graph line 30)
joining the bottom left vertex and the top right vertex of each
of the square areas indicated by reference numerals 35
through 38. When a bit amount of the entire group is gener-
ated at the leading block, {(t) is a line connecting the left edge
and the top edge of each of the square areas. The latter case
corresponds to the maximum delay in terms of buffer delay.

In the example of FIG. 4, between the times of dt(i-1) to
dt(i), the bits of the blocks in P(i) arrive at the receiving buffer.
The arrival time g(x) of the “x” th bit (x=[1, b(1)]) is expressed
by the following formula.

g0 = dili — 1) + (de(i) — dti — 1))*(%) Formula 1

Inview ofthe operations of an actual video image decoding
device, a case where the blocks in P(i) are instantaneously
decoded at equal intervals from dt(i-1) to dt(i) is considered.
Assuming that the total number of blocks in the picture is M,
the ideal instantaneous decode time p(i, m) of the “m” th
block in P(i) is expressed by the following formula.

pli, m) = dili— 1) + (de(i) — dhi(i — 1))*(%) Formula 2

Depending on the shape of {{t), {(t) may be above the graph
line 30. That is to say, f(p(i, m))<g(f(p(i, m))) is satisfied, and
all bits used for decoding the block do not reach the receiving
buffer of the video image decoding device, and underflow
occurs. When the blocks have an equal number of bits, f(p(i,
m))=g(f(p(, m))) is satisfied and underflow does not occur,
but this is the worst case in terms of buffer delay.

When a bit amount of the entire group is generated at the
leading block, the arrival time of all bits used for decoding the
leading block is delayed by dgt(i, n+1)-dtg(i, n).

In the group division method, the shape of f(t) is not known
to the video image decoding device. Therefore, it is ensured
that undertlow is avoided even if the bit arrival delay of the
leading block of G(i, n) is the maximum value dgt(i, n)—dgt(i,
n-1). Thus, the instantaneous decode time of all blocks in G(i,
n) are to be delayed to dgt(i, n). That is to say, the decode start
time of the leading block in P(i) is dgt(i, 1). Thus, the first
problem with the conventional technology is that it is not
possible to further reduce the codec delay.

Furthermore, in the conventional technology, it is assumed
that it is possible to instantaneously display the picture after
decoding by a decode time ct/N. However, in Non-patent
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Document 1, an encoding method referred to as tiles is used,
by which the picture is not only be divided horizontally, but
may also be divided vertically. Thus, even after decoding by
adecode time ct/N, there may be cases where it is not possible
to instantaneously display the picture. An example where it is
not possible to instantaneously display the picture is
described with reference to FIG. 5.

FIG. 5 illustrates an example where instantaneous display
of an image is not possible. In Non-patent Document 1, the
areas of a picture, which are obtained by dividing the picture
not only horizontally but also vertically, are referred to as
tiles. In the example of F1G. 5, the picture is divided into four
tiles.

In the order of top left, top right, bottom left, and bottom
right, the tiles are referred to as tile 0 (t40), tile 1 (t41), tile 2
(t42), and tile 3 (143), and the tiles are processed in this order.

Furthermore, inside each tile, there are several groups
including plural blocks. In the example of FIG. 5, groups 0
through 3 are indicated by s41 through s44. In this case, the
decoding is performed in the order of groups, which is a scan
order or a decoding order as indicated by reference numerals
sc41 to sc42.

Unlike the decoding order, the display order may be araster
scan depending on the display. In this case, the order is as
indicated by the reference numeral sc43. In this case, even if
the decoding process for the groups is completed, it is not be
possible to instantaneously display the picture.

For example, immediately after decoding a group 0 (s41),
the CTB in the left half of the upper stage of the picture
included in the tile 0 (140), e.g., a block b41 and a block b42,
belong to the group 0 (s41) and are thus displayable. How-
ever, the CTB in the right half of the upper stage of the picture
included in the tile 1 (141), e.g., a block b45 and a block b46,
belong to the group 2 (s43), are not decoded and are thus not
displayable.

When the display is performed by raster scan, the structure
is configured to display pictures in the order from the left edge
of'the screen to the right edge of the screen. Therefore, when
the top stage of the picture is to be displayed, the block
belonging to group 2 (s43) is to be displayed. Therefore, it is
to be waited for group 2 (s43) to be decoded so that group 2
(s43) becomes displayable.

The time taken for the decoding of group 2 (s43) to be
completed is the time taken to decode all blocks through
which sc41 and sc42 pass in the scan order.

In the group division method, decoding may be performed
quickly, but there is no consideration about the displayable
time. Thus, the second problem with the conventional tech-
nology is that in order to ensure that a picture is displayed, the
time for one picture is to be waited.

Furthermore, Non-patent Document 1 defines an operation
when the bit amount to be used for decoding a picture is larger
than the bit amount that may be accumulated in a buffer, in a
case where the picture is more complex.

FIG. 6 illustrates an operation when the bit amount to be
used for decoding a picture is larger than the bit amount that
may be accumulated in a buffer. The video image encoding
device adjusts the encoding amount so that the accumulation
ofrate R indicated by a predetermined rate 51 in a graph 50 in
FIG. 6 does not exceed the accumulation 52 of the drawn out
bit amount of the picture.

However, when the picture is complex, the bit amount
accumulated in the buffer is not enough for encoding, and
there are cases where underflow occurs. An example is the
case of a graph 53 in FIG. 6.

When underflow occurs, as indicated by a graph 54 in F1G.
6, the decoding device does not start decoding at the original
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decode time dt(0) of the picture, but executes decoding at the
time dt' when bits used for decoding are received at the buffer.

Generally, the display timing of a delayed picture is the
timing dt(1), which is when the next picture is supposed to be
displayed. For the picture that is supposed to be displayed at
the time dt(1), decoding is performed but displaying is
skipped.

The third problem with the conventional technology is that
Non-patent Document 1 does not clearly define the operation
when underflow occurs is units of groups.

SUMMARY

According to an aspect of the embodiments, a video image
encoding device includes a group configuration determina-
tion unit configured to determine a group to which each of a
plurality of blocks belongs, the plurality of blocks being
obtained by dividing each picture included in video image
data; a group information addition unit configured to add, to
an output stream, group information expressing the group to
which each of the plurality of blocks belongs; a group output
time calculation unit configured to calculate an output time
for each of the groups; a group output delay determination
unit configured to determine output delay for each of the
groups; a group output delay information addition unit con-
figured to add, to the output stream, an output delay time from
a decode time of each of the groups; an encode amount
control unit configured to control an encode amount so that
data used for outputting all of the blocks included in one of the
groups arrives at a decoding buffer of a decoding device and
decoding is completed by an output time expressed by the
output delay time; and an encoding process unit configured to
perform encoding based on control information of the encode
amount control unit.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the appended claims. It is to be
understood that both the foregoing general description and
the following detailed description are exemplary and
explanatory and are not restrictive of the invention as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example of the transition of the buffer
occupancy amount of a receiving buffer according to the
conventional technology;

FIG. 2 illustrates an example where the codec delay is
made to be less than one picture time by group division;

FIG. 3 illustrates operations of a receiving buffer of a video
image decoding device;

FIG. 4 illustrates the operation of the receiving buffer
focusing on one P(i);

FIG. 5 illustrates an example where instantaneous display
of an image is not possible;

FIG. 6 illustrates an operation when the bit amount to be
used for decoding a picture is larger than the bit amount that
may be accumulated in a buffer;

FIG. 7 is a block diagram illustrating a schematic configu-
ration of a video image encoding device according to a first
embodiment;

FIG. 8 illustrates a cumulative value of encoded data in the
case of focusing on P(i);

FIG. 9 illustrates display delay;

FIG. 10 illustrates the relationship between a cumulative
value of bit amounts of encoded data arriving at the receiving
buffer and the cumulative value of the information amount
generated in each block in P(i);
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FIG. 11 is for describing the calculation of group output
time information;

FIG. 12 is a flowchart illustrating an example of a video
image encoding process according to the first embodiment;

FIG. 13 is a flowchart illustrating an example of an output
process according to the first embodiment;

FIG. 14 is a block diagram illustrating a schematic con-
figuration of a video image decoding device according to a
second embodiment;

FIG. 15 is a flowchart illustrating an example of a video
image decoding process according to the second embodi-
ment;

FIG. 16 is a flowchart illustrating an example of an output
process according to the second embodiment;

FIG. 17 is a block diagram illustrating a schematic con-
figuration of a video image encoding device according to a
third embodiment;

FIG. 18 is for describing the occurrence of underflow;

FIG. 19 is for describing a process performed when under-
flow occurs;

FIG. 20 is a flowchart illustrating an example of a process
of the video image encoding device according to the third
embodiment;

FIG. 21 is a block diagram illustrating a schematic con-
figuration of a video image decoding device according to a
fourth embodiment;

FIG. 22 is a flowchart illustrating an example of a process
of the video image decoding device according to the fourth
embodiment; and

FIG. 23 is a block diagram of an example of a video image
processing device according to a fifth embodiment.

DESCRIPTION OF EMBODIMENTS

Preferred embodiments of the present invention will be
explained with reference to accompanying drawings. A video
image encoding device described in the embodiments
encodes pictures included in video image data in units of
groups, and outputs a bit stream as encoded data.

The picture may be a frame or a field. A frame is one still
image in the video image data, while a field is a still image
obtained by extracting data of odd number rows or data of
even number rows from a frame.

Furthermore, the video image that is an encoding target
may be a color video image or a monochrome video image.

First Embodiment
Configuration

FIG. 7 is a block diagram illustrating a schematic configu-
ration of a video image encoding device 100 according to a
first embodiment. The video image encoding device 100
includes an encoding process unit 110, an encoding amount
control unit 120, a group determining unit 130, a decode time
determining unit 140, and an output time determining unit
150.

The encoding process unit 110 includes an orthogonal
transformation unit 111, a quantization unit 112, and an
entropy encoding unit 113.

The encoding amount control unit 120 includes a quanti-
zation value calculating unit 121, a buffer occupancy amount
calculating unit 122, and a bit counter 123.

The encoding amount control unit 120 controls the encod-
ing amount so that data used for outputting all blocks included
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in a group arrives at a decoding buffer of a decoding device
and decoding is completed by an output time expressed by an
output delay time.

The group determining unit 130 includes a group configu-
ration determining unit 131 and a group information adding
unit 132.

The decode time determining unit 140 includes a group
decode time calculating unit 141, a group decode delay deter-
mining unit 142, and a group decode delay information add-
ing unit 143.

The output time determining unit 150 includes a group
output time calculating unit 151, a group output delay deter-
mining unit 152, and a group output delay information adding
unit 153.

The units included in the video image encoding device 100
are mounted in the video image encoding device 100 as
separate circuits. Alternatively, the units included in the video
image encoding device 100 may be mounted in the video
image encoding device 100 as a single integrated circuit in
which circuits implementing the functions of the units are
integrated. Alternatively, the units included in the video
image encoding device 100 may be functional modules real-
ized by computer programs executed in a processor included
in the video image encoding device 100.

The encoding target picture included in the video is divided
into units of blocks by a control unit (not illustrated), and the
respective blocks are input into the orthogonal transformation
unit 111. The blocks include, for example, 16x16 pixels.

The orthogonal transformation unit 111 calculates an intra
predicted value or an inter predicted value from a picture that
has been locally decoded and stored in a frame memory (not
illustrated). Then, the orthogonal transformation unit 111
performs a difference operation on the input block and the
calculated value, and calculates a predicted block error. Fur-
thermore, the orthogonal transformation unit 111 performs
orthogonal transformation on the predicted block error.

The quantization unit 112 performs quantization on the
predicted block error that has undergone orthogonal transfor-
mation. The quantization parameter (control information) in a
quantization operation is given by the quantization value
calculating unit 121. The quantized orthogonal transforma-
tion coefficient obtained as a result of quantization and the
parameter (intra predicted direction, motion vector informa-
tion) of intra prediction or inter prediction are output to the
entropy encoding unit 113 as compressed data of the block. A
local decoding unit (not illustrated) performs inverse quanti-
zation and inverse orthogonal transformation on the quan-
tized orthogonal transformation coefficient, and then adds the
intra predicted value or the inter predicted value to generate a
locally decoded block, and stores the block in a frame
memory.

The entropy encoding unit 113 performs entropy encoding
on block compressed data output from the quantization unit
112.

The quantization value calculating unit 121 calculates the
quantization value of each block from the state of the receiv-
ing buffer in an ideal decoding device and the upper limit of
the amount of generated information of a block to be encoded
next, which are output from the buffer occupancy amount
calculating unit 122.

The buffer occupancy amount calculating unit 122 calcu-
lates the state of the receiving buffer in an ideal decoding
device and the upper limit of the amount of generated infor-
mation of a block to be encoded next, based on a bit amount
cumulative value of encoded data output from the bit counter
123, group information output from the group configuration
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determining unit 131, and the decode time of the group and
the decode delay of the group output from the group decode
delay determining unit 142.

The bit counter 123 counts the number of output bits of the
entropy encoding unit 113, and outputs a cumulative value of
the encoded data.

The group configuration determining unit 131 determines,
for a plurality of blocks, the group to which each block
belongs. The group configuration determining unit 131 deter-
mines the group to which a block undergoing an encoding
process belongs by a predetermined method, using block
count information received from a control unit (not illus-
trated) and encoding method specification information
received from a control unit (not illustrated).

The block count information expresses the number of each
block included in a picture. For example, a number of a block
at the top left edge of a picture is set as one, and numbers are
sequentially assigned to the blocks in the order of raster
scanning. Then, the highest number is assigned to the block
on the bottom right edge of the picture. The block count
information may include numbers assigned to blocks accord-
ing to another order.

The group configuration determining unit 131 preferably
determines plural groups in a manner that the respective
groups include the same number of blocks as much as pos-
sible, in order to equalize the decoding process time of the
groups.

For example, if the group configuration determining unit
131 divides the blocks into groups in units of block lines, it is
possible to equalize the number of blocks included in each
group in an arbitrary picture size.

For example, when the picture size is 1920 pixelx1088
pixels corresponding to a High Definition Television
(HDTV), the block size is 16 pixelsx16 pixels and the number
of block lines is 68. Therefore, in this case, each block
included in the encoding target picture is classified into one of
68 groups.

The number of blocks included in each group may be a
value of from one to the total number of blocks in the entire
screen.

The group configuration determining unit 131 reports the
identification information of the group to which the encoding
target block belongs, to the buffer occupancy amount calcu-
lating unit 122. The group configuration determining unit 131
reports information of the block included in each group to the
group decode time calculating unit 141 and the group output
time calculating unit 151. The group configuration determin-
ing unit 131 may report the index of the block positioned at
the beginning of each group to the group decode time calcu-
lating unit 141 and the group output time calculating unit 151.

The group information adding unit 132 adds, to the
encoded data, group information indicating the number of
groups in the picture and block information in each group.

The group decode time calculating unit 141 calculates the
decode time of each group from group information output
from the group configuration determining unit 131, and
reports the decode time to the group decode delay determin-
ing unit 142.

The group decode delay determining unit 142 determines
the decode delay of each group, and reports the decode delay
together with the decode time of each group to the buffer
occupancy amount calculating unit 122 and the group decode
delay information adding unit 143. The determined decode
delay is reported as delay information.



US 9,237,342 B2

11

The group decode delay information adding unit 143
receives the decode time and the decode delay of the group,
and adds this information to the encoded data as group decode
delay information.

The group output time calculating unit 151 calculates an
output time (also referred to as “display time”) of each group
based on encoding method specification information received
from a control unit (not illustrated) and group information
output from the group configuration determining unit 131,
and reports the output time information to the group output
delay determining unit 152.

The group output delay determining unit 152 determines
the output delay of each group from the output time of each
group, and reports the output delay information to the group
output delay information adding unit 153.

The group output delay information adding unit 153
receives the output time and the output delay of each group,
and adds the output delay time from the decode time of each
group to the encoded data as group output delay information.
Decode Delay

A case where the blocks in an “i” th picture P(i) are instan-
taneously decoded at equal intervals between dt(i—1) and dt(i)
is considered. In this case, in the cumulative graph line f(t) of
the consumed encoded data, it is possible to reduce the block
transmission delay by appropriate rate control such as setting
the lower limit and the upper limit of the information amount
in each block. Furthermore, by reporting this information to
the video image decoding device, the earliest decode start
time of the block may be further accelerated. A description is
given with reference to FIG. 8.

FIG. 8 illustrates the cumulative value of encoded data in
the case of focusing on P(i). A graph line 60 expresses the
cumulative value of the arriving amount of encoded data at
the rate of R. A graph line 61 is the cumulative value of
consumed encoded data in a case where instantaneous decod-
ing is performed in units of pictures.

Reference numerals 62 through 66 are cumulative values
of encoded data consumed for decoding at the respective
groups (GO through G4) expressed by reference numerals 67
through 71.

Looking at the relationship between the range in which the
groups are present and the graph line 60, in G(1) through
G(4), the rate is constantly greater than the cumulative value
of the encoded data. Therefore, even when instantaneous
decoding on the blocks in G(1) through G(4) is performed at
equal intervals between dt(i-1) and dgt(i, 1), underflow does
not occur.

In G(0), the cumulative value of encoded data in G(0)
exceeds the rate, and therefore underflow occurs. To avoid
underflow, the cumulative value of encoded data is not to
exceed the rate, and the minimum value is an interval At.

Atis less than dgt(i, n)-dgt(i,n—1) in any of the groups. The
video image decoding device uses the maximum value of At
in each group in P(i), to set the decode start time in the leading
block in P(i) to dt(i-1)+At(i), so that instantaneous decoding
is performed at equal intervals on all blocks without causing
underflow.

In the entire sequence, from the maximum value At of At(i)
of all pictures, the decode start time dinit of the leading block
in the first picture is expressed by the following formula.
Accordingly, all blocks in all pictures are instantaneously
decoded at equal intervals without causing underflow.

dinit=dly-(dt(1)-di(0)}+At

73233
1

Formula 3

The earliest time r(i, n) at which decode start becomes
possible in the “n” th group in P(i) is expressed by the fol-
lowing formula.

#(,m)=At+n/N(dt(i)- (dt(i-1)+AL)) Formula 4

10

25

35

40

12

In the video image encoding device, the generated infor-
mation amount in each picture and each group is controlled so
that At is less than dgt(i, n)-dgt(i, n—1), and the value of At is
explicitly transmitted to the video image decoding device. In
the video image decoding device, the instantaneous decode
time of group G(i, n) is r(i, n), and therefore the decode start
time of each block is securely ensured.

The group in the video image decoding device does not
have to match the group reported from the video image
encoding device. In a case where the group in the video image
decoding device matches the group reported from the video
image encoding device, r(i, n)=dgt(i, n) is satisfied.

Display Delay

By explicitly reporting the display delay of a target group
as additional extended information, the earliest display tim-
ing is reported to the decoding device, and the display delay is
minimized. For example, a method of specifying display
delay in a case of tile division and group division as illustrated
in FIG. 5, is described with reference to FIGS. 5 and 9.

In FIG. 5, the display delay is maximum when displaying
the topmost stage in group 0 (s41). To start displaying the
topmost stage of group 0 (s41), at least decoding of the pixel
value in the topmost stage of the picture in group 2 (s43) is to
be finished. Therefore, the display delay is explicitly reported
as additional extended information.

FIG. 9 illustrates display delay. The time when display of
the topmost stage of group 0 (s41) becomes possible is ogt(0)
indicated in FIG. 9. At ogt(0), the time taken for decoding is
set to be slower than the draw out time dgt(2) of group 2. The
display time in this case is expressed by the following for-
mula, assuming that the decoding of a picture is performed at
a fixed speed.

0gt(0)=dgt(0)+(dgt(2)-dgt(1))+I/L(dgt(3)-dgt(2)) Formula 5

L is the total number of lines in the perpendicular direction
in group 2 denoted by s43, and 1 expresses the “1” th line
corresponding to the top right edge of the picture in group 2
denoted by s43. I/L(dgt(3)-dgt(2)) expresses the time when
decoding of the top right edge of the picture in group 2
denoted by s43 is completed, assuming that decoding a group
takes one group time.

That is to say, the display possible time is obtained by
adding, to the decode time dgt(0) of group 0 denoted by s41,
the time taken from the instantaneous decode time of group 0
denoted by s41 to the instantaneous decode time of the group
2 denoted by s43. Furthermore, the display possible time is
obtained by adding the time actually taken to complete the
decoding on the top right edge of the picture in group 2.

In the video image encoding device, by explicitly sending
the time expressed by the above

Formula 5 as additional extended information, it is possible
to report, to the decoding device, an appropriate time in
consideration of the actual decode time, and therefore display
with a small amount of delay is ensured.

In the above example, when the part of the display time,
corresponding to when decoding is completed on the top right
edge of the picture in group 2, is expressed by the time
dgt(3)-dgt(2) taken to actually complete decoding on the
entire group 2 denoted by s43, an earlier time is reported
compared to the case where the display possible time is the
time when decoding on one picture is completed. Therefore
display with a small amount of delay is ensured.
Calculation of Decode Time

Next, a description is given of a method of calculating
group decode time information according to the first embodi-
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ment. In the following description, the total number of blocks
included in the encoding target picture is M.

The group decode time calculating unit 141 first calculates
adecode time dgt(i, n) expressing the time at which the “n” th
group G(i, n) in the picture P(i) is decoded, based on the
decode time dt(i){=t(i)+dly} of the “i” th picture P(i) delayed
by a predetermined delay time dly from the input time t(i) of
the “i” th picture P(i) in the encoding order. Alternatively,
instead of dgt(i, n), the group decode time calculating unit 141
may calculate {dgt(i, n)-dgt(i, n~1)} that is equal to dgt(i, n)
as the decode time. Furthermore, the group decode time cal-
culating unit 141 may convert the decode time into an appro-
priate unit, such as a multiple of Y0000 seconds.

In order to equalize the time taken to perform a decoding
process on each block included in each group, the group
decode time calculating unit 141 determines the decode time
of'each group by equally dividing the time taken to perform a
decoding process per picture by the number of groups N. In
this case, the decode time dgt(i, n) of G(i, n)(n=1, 2, ... , N)
is calculated by the following Formula 6.

dgt(i,m)=dt(i-1)+{dt())-dt(i-1)}-n/N

dgt(i) is the decode time of P(i). d(i+1)-d(i) is fixed regardless
of'i, and is hereinafter expressed as “s”.

Furthermore, the group decode time calculating unit 141
may determine the decode time dgt(i, n)(n=2) of the second
group onward that are encoded/decoded, by the following
formula.

Formula 6

dgt(i,n)=dgt(i,1)+{dt(i)-dgt(i, 1)} (n-1)/(N-1) Formula 7

Furthermore, the group decode time calculating unit 141
may determine the decode time dgt(i, n)(n=2) of the second
group onward that are encoded/decoded, by the following
formula.

dgt(i,m)=dt(i-1)+At+{dt(i)(dr(i-1)+AD }-(n-1)/(N-1)

The group decode delay determining unit 142 determines
the maximum value At of block delay in the entire picture
before starting the encoding. At is determined to be a value in
a range expressed by the following formula.

O=At=(dgt(i,n+1)-dgt(i,n)) Condition 1

The buffer occupancy amount calculating unit 122 calcu-
lates the buffer occupancy amount of the receiving buffer of
an ideal decoding device and the upper limit in the informa-
tion amount generated in a block that is encoded next, as
follows.

FIG. 10 illustrates the relationship between a cumulative
value of bit amounts of encoded data arriving at the receiving
buffer ofanideal decoding device and the cumulative value of
the information amount generated in each block in P(i), in the
encoding process of P(i).

A graph line 72 expresses the cumulative value R(t) of the
bit amount of encoded data that has arrived at the receiving
buffer of the ideal decoding device. A graph line 75 is
obtained by shifting the graph line 72 to the left by At, and
expresses R'(t). The relationship of R'(t)=R(t+At) is satisfied.

B(i) indicated in FIG. 10 expresses the cumulative value of
encoded data generated from P(0) to P(i). b(i) expresses the
information amount generated in the entire P(i), and is the
same as B(1)-B(@i-1).

In a graph line 73, the value at time dt(i-1) is B(i-1), the
value at time dt(i) is B(i), and the graph line 73 is a straight
line V(1) having a tilt of b(i)/s. s expresses one picture time,
which is the same as dt(i)-dt(i-1).

The graph line 73 corresponds to a curve f(t) expressing
consumption of encoded data in units of blocks, when the
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blocks are decoded at equal intervals from a time dt(i-1) to a
time dt(i) and when the generated information amount is
equal at b(i)/M.

A graph line 74 is a curve {{(t) expressing consumption of
encoded data in units of actual blocks, and a point 77
expresses the cumulative value of the consumption amount of
encoded data in units of blocks when the decoding is per-
formed up to the “m” th block.

In order to prevent underflow of the receiving buffer in the
ideal decoding device when group n is decoded at a group
decode early start time r(i, n) calculated from the group
decode time information, the following condition is to be
satisfied. The quantization value calculating unit 121 calcu-
lates the quantization value so that the following condition is
constantly satisfied.

Sr(@m)=R'((i,n)
Adgt(in-1))=V(dgt(in-1))

Rdgt(i,n)=V(dgi(in)) Condition 2

An area 76 indicates the range in which f(t) may be
obtained between a time dtg(i, u-1) to a time dtg(i, u).
Calculation of Quantization Value

A description is given of a method of calculating the quan-
tization value of a block m performed by the quantization
value calculating unit 121. In the first embodiment, an equal
number of blocks are included in each group, which is M/N.

To start a process on a leading block in the “n” th group G(i,
n) to which the block m belongs, the target information
amount T(i, n) of G(i, n) is calculated by the following for-
mula. Here, n=Ceil(m*N/M) is satisfied.

n-l Formula 9

TG ) =(T@O/N)+TW) = ((n - 1)/N)—ZT’(L 7

J=1

T(i) is the target information amount of the entire P(i), and
T'(i, n) is the actual information amount generated at G(i, n).
T() is the total sum of the actual information amount gener-
ated from P(0) to P(i-1), using a known method.

For example, the quantization value calculating unit 121
calculates the quantization value according to the quantiza-
tion value calculating method described in the standardiza-
tion organization reference software Test Model 5 in
MPEG-2 (see Non-patent Document 2), so that the actual
information amount generated in G(i, n) approaches T(i, n).

Next, the quantization value calculating unit 121 compares
apredetermined threshold DTH with a difference d1 which is
the difference between the expected value b'(i, n) of the cumu-
lative value of the information amount generated in P(i) when
the encoding process is completed for the entire G(i, n), and
the cumulative value B(i, n-1) of the information amount
generated in P(i) before performing entropy encoding on the
“n” th group.

b'(i, n) is calculated by the following formula.

n-1 Formula 10
Yim) = Tt my+ Y TG )

=
The threshold DTH1 is expressed by the following for-

mula.

DTH1=b0*((M/N)-m)+offset Formula 11



US 9,237,342 B2

15

b0 is the maximum encoding amount generated in each
block, when the quantization value is the maximum value in
the possible range. ((M/N)-m) corresponds the number of
blocks for which the encoding process has not been com-
pleted in G(i, m). offset is the margin term.

When d1<DTHI1 is satisfied, the quantization value calcu-
lating unit 121 sets the quantization value as the maximum
value.

b0 may be the encoding amount of the block when all
frequency coefficients are zero. When d1<DTHI1 is satisfied,
the quantization value calculating unit 121 determines the
quantization value so that all frequency coefficients ofencode
target blocks are quantized to zero. By this control operation,
when the average value of encoding amounts of remaining
blocks for which the encoding process is not completed in the
group does not exceed b0, T(1, n)<T'(i, n), i.e., f{dtg(i, n))<V
(dtg(i, n)) is ensured. Thus, it is ensured that the receiving
buffer of the ideal decoding device does not underflow.

As described above, the quantization value calculating unit
121 actually transmits the output stream from the video image
encoding device 100 to a video image decoding device
according to a predetermined rate R, and therefore the encod-
ing amount of the video image data is controlled so that the
receiving buffer of the video image decoding device does not
underflow.

The quantization value calculating unit 121 reports the
obtained quantization value to the quantization unit 112.

As described above, by controlling the buffer in units of
groups and adding a group encoding delay, a buffer delay is
appropriately reduced without causing overflow or under-
flow.

Calculation of Output Time

Next, a description is given of a method of calculating the
group output time information according to the first embodi-
ment. FIG. 11 is for describing the calculation of the group
output time information.

In the following description, the total number of blocks
included in the encoding target picture is M. Furthermore, the
width and height of the picture, the width and height of the
tile, and the width and height of the CTB are (width,,
height ), (width,, height, and (width,, height ), respectively.
The sizes of all tiles (t80 through t83) are the same, and the
tiles are processed in the order of raster scan sc83. That is to
say, in the example of FIG. 11, the tiles are processed in the
order of tile 0 (t80), tile 1 (t81), tile 2 (t82), and tile 3 (t83).

Furthermore, in the example of FIG. 11, the group includes
17 CTBs, and all groups have the same number of CTBs. In
this case, group 0 (s81) is located from index 0 to the third
column, fourth row in the CTBs in the picture.

According to this way of thinking, the CTB column in the
topmost stage of tile 1 (t81) on the top right is included in
group 2 (s83). Therefore, when the display screen is displayed
in the order of raster scan, at least group 0 (s81) may only be
displayed after group 2 (s83) has been decoded.

When group 0 (s81) is displayed after group 2 (s83) is
decoded, assuming that instantaneous decoding is performed
and that the timing of drawing out group k is d(k), the output
time ogt(0) of group 0 (s81) is expressed by the following
formula.

ogt(0)=d(k) Formula 12

Furthermore, assuming that it takes one picture time s for
decoding and the number of groups in the picture is N, the
time taken to decode a group is expressed as s/N. That is to
say, by using the decode time dgt of instantaneous decoding,
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the time dgt'(2) when decoding of group 2 is completed and
the time ogt(0) when group 0 (s81) is displayed are expressed
by the following formula.

0gt(0)=dg?'(2)=dgt(2)+s/N Formula 13

Here, the video image encoding device 100 reports, to the
decoding device, the output delay time obtained by subtract-
ing the output time of the group from the decode time of the
previous decode picture. Accordingly, the display time is
ensured at the decoding device.

Furthermore, in a post filter like a deblocking filter in
HEVC disclosed in Non-patent Document 1, to display the
group, there are cases where it is to be waited for a subsequent
group to be decoded in orderto display a group. Insuch acase,
by appropriately setting the display delay in consideration of
the decode time of the group subsequently decoded, it is
possible to achieve display delay of less than one picture time.
Output Stream

In order for the video image encoding device 100 to share,
with the video image decoding device, the group to which the
blocks belong, the group decode delay, and the group output
delay, at least the group information expressing the block
belonging to each group, the group decode delay information,
and the group output delay information are added to the
output data stream and reported to the video image decoding
device. The output data stream is also simply referred to as an
“output stream”.

Thus, for example, the group decode delay information
adding unit 143 adds the group decode delay to the header
information of the output data stream for each picture or for
pictures at every predetermined interval.

Furthermore, the group output delay information adding
unit 153 adds the group output delay to the header informa-
tion of the output data stream for each picture or for pictures
at every predetermined interval.

Furthermore, the group information adding unit 132 adds
the group information to the header information of the output
data stream for each picture or for pictures at every predeter-
mined interval.

The header information may be, for example, a Sequence
Header specified in MPEG-2, or a Sequence Parameter Set or
Supplemental Enhancement Information specified in H.264.
The decode time for each group may be added to the header
information that is always attached to each picture, such as a
Picture Header defined in MPEG-2 or a Slice Header defined
in H.264.

If the groups are determined in a manner that each group
includes the same number of blocks, the video image encod-
ing device 100 reports to the video image decoding device
that all blocks have been equally divided into an N number of
groups. Accordingly, the group configuration determining
unit 131 reports to the group information adding unit 132 the
number of groups N as the group information.

The group information adding unit 132 encodes the group
information. In MPEG-2 and H.264, encoding is performed
in units of blocks of 16 pixelsx16 pixels referred to as mac-
roblocks, and this number of blocks does not usually exceed
arange that may be expressed by 20 bits. The maximum value
of the number of groups N is equal to the maximum value of
the number of blocks, and therefore the encoding of N may be
done with a fixed bit length.

Furthermore, each group does not always include the same
number of blocks. In this case, the group configuration deter-
mining unit 131 reports, to the group information adding unit
132, index information of the leading block in each group as
group information, together the number of groups N.
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The group information adding unit 132 first encodes the
number of groups N, and then sequentially encodes the index
information of the leading block in each group. For example,
the encoding of the index information in the first block is
performed by an encoding method of a fixed bit length. Fur-
thermore, the group information adding unit 132 may use
another encoding method, including a variable length encod-
ing method such as Huffman encoding, to encode the number
of groups N and the index information in the first block in
each group.

Operation

Next, a description is given of operations of the video
image encoding device 100 according to the first embodi-
ment. FIG. 12 is a flowchart illustrating an example of a video
image encoding process according to the first embodiment.

In step S100, to start the encoding operation of the
sequence, first, a group decode delay At is determined. At is
determined so as to be less than the time of the group at which
the number of blocks included in the sequence is minimum.

In step S101, the group decode delay information adding
unit 143 adds group information and group decode time delay
information to the data stream.

In step S102, to start encoding each picture, the group
configuration determining unit 131 first determines the
groups in the picture. The number of groups and the number
of blocks included in each group in each picture in the
sequence may be determined for each picture. Alternatively,
all pictures in the sequence may have the same number of
groups, and the groups may include the same number of
blocks.

In step S103, the group decode delay determining unit 142
calculates the group decode delay for each group (step S103).

In step S104, to start decoding the groups, the buffer occu-
pancy amount calculating unit 122 estimates the buffer state
of the receiving buffer in an ideal decoding device, and the
upper limit of the amount of generated information of the
group to be encoded next.

In step S105, the quantization value calculating unit 121
calculates the quantization value of the block so that all data
in the group arrives at the receiving buffer until the earliest
decode start time of the group, based on the buffer state of the
receiving buffer and the upper limit of the amount of gener-
ated information of the group to be encoded next.

In step S106, the encoding process unit 110 encodes the
block using the calculated quantization value.

Next, a description is given of an output process of the
video image encoding device 100 according to the first
embodiment. FIG. 13 is a flowchart illustrating an example of
an output process according to the first embodiment.

In step S200, the output time determining unit 150 extracts
group information from the data stream.

In step S201, the group output delay determining unit 152
determines the group output delay information. The group
output delay information may be determined as described
above.

In step S202, the group output delay information adding
unit 153 adds the group output delay information to the data
stream.

According to the first embodiment, when realizing codec
delay ofless than one picture time, the decoding or the output
of the group is accelerated, so that lower delay is realized.

Second Embodiment

Next, a description is given of a video image decoding
device according to a second embodiment. In the second
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embodiment, the stream that is encoded in the video image
encoding device 100 according to the first embodiment is
appropriately decoded.

Configuration

FIG. 14 is a block diagram illustrating a schematic con-
figuration of a video image decoding device 200 according to
the second embodiment. The video image decoding device
200 includes a receiving buffer 205, a block decoding unit
210, a frame memory 211, a group output unit 212, a decode
time calculating unit 220, an output time calculating unit 230,
and a group information extracting unit 240.

The group information extracting unit 240 extracts, from
the input stream, group information indicating groups
obtained by dividing the blocks at predetermined intervals.

The decode time calculating unit 220 includes a group
decode delay information extracting unit 221 and a group
decode time calculating unit 222.

The output time calculating unit 230 includes a group
output delay information extracting unit 231 and a group
output time calculating unit 232.

The units included in the video image decoding device 200
are mounted in video image decoding device 200 as separate
circuits. Alternatively, the units included in the video image
decoding device 200 may be mounted in the video image
decoding device 200 as a single integrated circuit in which
circuits implementing the functions of the units are inte-
grated. Alternatively, the units included in the video image
decoding device 200 may be functional modules realized by
computer programs executed in a processor included in the
video image decoding device 200.

The receiving buffer 205 receives a stream sent by the
video image encoding device 100, and performs buffering.

The block decoding unit 210 acquires data from the receiv-
ing buffer 205 at a decode start time of a group output from the
group decode time calculating unit 222, performs a decoding
process starting from the leading block, and sequentially
outputs the decoded blocks. The decode start time is also
simply referred to as a “decode time”.

The frame memory 211 saves the decoded blocks output
from the block decoding unit 210. The frame memory 211
functions as a decoding buffer in which the output target
groups are buffered before being output. The decoding buffer
may have a different configuration from that of the frame
memory 211.

The group outputunit 212 outputs a group ata group output
time output from the group output time calculating unit 232.

The group decode delay information extracting unit 221
extracts group decode delay information from an input stream
that is encoded data.

The group decode time calculating unit 222 calculates the
decode start time of each group based on group information
output from the group information extracting unit 240 and
group decode delay information output from the group
decode delay information extracting unit 221.

The group decode time calculating unit 222 calculates the
decode start time dtb(i) of the leading block in the “i” th
picture P(i) by the following formula.

drb(i)=dt(i-1)+At Formula 14

The group output delay information extracting unit 231
extracts group output delay information from the input stream
that is encoded data.

The group output time calculating unit 232 calculates the
output time of each group based on group information output
from the group information extracting unit 240 and group
output delay information output from the group decode delay
information extracting unit 221.
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The video image decoding device 200 calculates the
decode start time of each decode group based on the number
of groups N and decode delay information of the groups that
have been reported. Furthermore, the video image decoding
device 200 calculates the output time of each decode group
based on the number of groups N and output delay informa-
tion of the groups that have been reported.

Operation

Next, a description is given of operations of the video
image decoding device 200 according to the second embodi-
ment. FIG. 15 is a flowchart illustrating an example of a video
image decoding process according to the second embodi-
ment. In step S300 of FIG. 15, to start the decoding of each
picture, first, the group information extracting unit 240
extracts group information from the data stream.

In step S301, the group decode delay information extract-
ing unit 221 extracts group decode delay information from the
data stream.

In step S302, the group decode time calculating unit 222
calculates the decode start time of the leading group.

The number of decode groups and the number of blocks
included in each decode group in each picture in the sequence
may be determined for each picture. Alternatively, all pictures
in the sequence may have the same number of decode groups,
and the decode groups may include the same number of
blocks. Furthermore, the decode groups may be the same as
the groups described in the block decode time information.

In step S303, the block decoding unit 210 waits until the
decode time of the group, in the group decode loop.

In step S304, the block decoding unit 210 acquires data
from the receiving buffer 205, and decodes each block.

In step S305, the group decode time calculating unit 222
calculates the decode start time of the next group.

In step S306, the block decoding unit 210 outputs the
decoded decode block to the frame memory 211.

Next, a description is given of an output process of the
video image decoding device 200 according to the second
embodiment. FIG. 16 is a flowchart illustrating an example of
an output process according to the second embodiment.

In step S400, first, to start decoding the pictures, the group
decode delay information extracting unit 221 extracts group
output delay information from the data stream.

In step S401, next, the group decode time calculating unit
222 calculates the output start time of the leading group in P(i)
based on the group output delay information.

In step S402, the group output time calculating unit 232
calculates the output start time of the group.

In step S403, the block decoding unit 210 calculates the
decode blocks belonging to the group according to the output
start time of the group.

According to the second embodiment, the stream encoded
by the video image encoding device 100 according to the first
embodiment is appropriately decoded.

Third Embodiment

Next, a description is given of a video image encoding
device according to a third embodiment. In the third embodi-
ment, processes to be performed when underflow occurs in
units of groups are defined.

Configuration

FIG. 17 is a block diagram illustrating a schematic con-
figuration of a video image encoding device 300 according to
the third embodiment. The video image encoding device 300
includes an encoding process unit 310, an encoding amount
control unit 320, a group determining unit 330, a decode time
determining unit 340, and an output time determining unit
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350. The encoding process unit 310 includes an orthogonal
transformation unit 311, a quantization unit 312, and an
entropy encoding unit 313. The group determining unit 330
includes a group configuration determining unit 331 and a
group information adding unit 332. The decode time deter-
mining unit 340 includes a group decode time calculating unit
341, a group decode delay determining unit 342, and a group
decode delay information adding unit 343. The output time
determining unit 350 includes a group output time calculating
unit 351, a group output delay determining unit 352, and a
group output delay information adding unit 353.

The encoding process unit 310, the group determining unit
330, the decode time determining unit 340, and the output
time determining unit 350 perform the same processes as the
encoding process unit 110, the group determining unit 130,
the decode time determining unit 140, and the output time
determining unit 150 illustrated in FIG. 7, respectively.

The encoding amount control unit 320 includes a quanti-
zation value calculating unit 321, a buffer occupancy amount
calculating unit 322, a bit counter 323, and a filler adding unit
324.

The encoding amount control unit 320 controls the encod-
ing amount in a case when data used for decoding all blocks
included in a group is transmitted to the decoding device by a
predetermined transmission rate, so that the data arrives at a
receiving buffer of the decoding device by a time expressed
by a determined display time.

The quantization value calculating unit 321 and the bit
counter 323 perform the same processes as the quantization
value calculating unit 121 and the bit counter 123 illustrated
in FIG. 7, respectively.

In addition to operations by the buffer occupancy amount
calculating unit 122 illustrated in FIG. 7, the buffer occu-
pancy amount calculating unit 322 checks whether a buffer
underflow state occurs, where the amount of generated infor-
mation ofthe group exceeds the target value and all data in the
group does not arrive at the receiving buffer of the ideal
decoding device until the decode start time.

When a buffer underflow state is detected, the buffer occu-
pancy amount calculating unit 322 instructs the filler adding
unit 324 to insert dummy data at the end of the processed
picture, and reports the buffer underflow state to an overall
control unit (not illustrated). When the overall control unit
(notillustrated) receives the report of a buffer underflow state,
the overall control unit implements control to skip the encod-
ing process on the next picture to be encoded.

The filler adding unit 324 inserts dummy data at the end of
the processed picture. The amount of dummy data to be
inserted is instructed from the buffer occupancy amount cal-
culating unit 322.

The filler adding unit 324 adds filler data to the output
stream when the data used for decoding all blocks included in
the group does not arrive at the receiving bufter of the decod-
ing device by the display time. Furthermore, by adding the
filler data, the filler adding unit 324 implements control so
that data used for decoding the last block in the picture includ-
ing the group does not arrive at the receiving buffer of the
decoding device by the display time.

Process when Underflow Occurs

With reference to FIG. 18, a case where underflow occurs
in a group in a picture is considered. FIG. 18 is for describing
the occurrence of underflow. As indicated by a graph 90 in
FIG. 18, basically, when a decode time is defined in units of
groups, the encoding device adjusts the encoding amount so
that decoding is performed at a decode time that is scheduled
according to information sent to the decoding device by addi-
tional information such as an SEI message.
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However, as indicated by a graph 91 in FIG. 18, when
underflow occurs at the group at dgt(0), decoding is not per-
formed until bits used for decoding are received at the buffer,
similar to the above.

It is to be noted that display of one picture is to be ensured,
and when underflow occurs in a group, the display is to be
delayed by one picture. The reason is for waiting until the bits
used for decoding one group are received at the buffer, when
underflow occurs in a group. The next decode timing is dgt'
indicated in the line graph 91 of FIG. 18.

In this case, the subsequent decode time is delayed corre-
spondingly. Therefore, even if the time dt(0) when the picture
to which the group belongs is decoded and displayed
approaches, decoding of all groups is not completed. There-
fore, the display of one picture is delayed.

A case where underflow occurs in a group but underflow
does not occur for the picture is considered. Underflow has
occurred in units of groups. Therefore, group decoding is to
be delayed, the display for one picture is to be delayed, and
the next picture is to be skipped.

However, underflow has not occurred in units of pictures,
so an attempt is made to display the picture at a regular timing,
which is a contradictory state. In this case, the decoding of the
group is delayed, and therefore the decoding of the picture is
not completed at the regular timing for displaying the picture.
Thus, it is not possible to output a proper picture.

Furthermore, at the timing for displaying the next picture,
the decoding for the next picture is not completed. Thus, it is
not possibleto output a proper picture. Accordingly, decoding
is not performed to output proper pictures at the timings for
displaying the pictures.

Thus, as illustrated in FIG. 19, when underflow occurs in a
group, it is assumed that underflow has also occurred for the
picture, and it is defined to delay display of one picture and to
skip the picture to be displayed next. Accordingly, the next
picture is skipped, and therefore the display time is properly
corrected.

FIG. 19 is for describing a process performed when under-
flow occurs. In the example of FIG. 19, it is assumed that
when underflow occurs at dgt(1), underflow occurs at dt(1)
even though the amount of pictures indicated by a reference
numeral 95 to be decoded at dt(1) is smaller than that of a
encoding stream arriving rate 96. Accordingly, display of one
picture is delayed, and the picture that is supposed to be
displayed at dt(1) is displayed at dt(2), and the picture that is
supposed to be displayed at dt(2) is skipped.

Furthermore, at the encoding device, when underflow
occurs in a group, filler data is inserted in the encoded data of
the picture. Accordingly, undertlow is purposely caused so
that the next picture is skipped, and therefore the display time
is properly corrected.

Underflow Detection, Picture Information Amount Control

A description is given of a method of detecting underflow
and a method of editing a bit stream performed by a video
image encoding device according to the third embodiment.

First, the encoding amount control unit 320 performs the
same operation as that of the first embodiment. Underflow is
detected by the buffer occupancy amount calculating unit
322. In this case, when the condition (2) is not satisfied in at
least one of the groups, the buffer occupancy amount calcu-
lating unit 322 detects that underflow has occurred in a group
included in the picture.

At this time, the buffer occupancy amount calculating unit
322 reports underflow occurrence information to the filler
adding unit 324. When the filler adding unit 324 receives the
underflow occurrence information and confirms that under-
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flow has occurred, the filler adding unit 324 performs a pro-
cess of skipping the display of a picture.

For example, by attaching filler data to the output stream,
underflow is purposely caused in units of pictures, and the
display of a picture is skipped. The method of attaching filler
data is easily analogized, and is thus not further described.

By performing the above process, display of a picture is
skipped, so that the order in displaying pictures is not
changed.

Operation

Next, a description is given of operations of the video
image encoding device 300 according to the third embodi-
ment. FIG. 20 is a flowchart illustrating an example of a
process of the video image encoding device 300 according to
the third embodiment.

In step S500, the buffer occupancy amount calculating unit
322 confirms whether underflow will occur in units of groups
based on the buffer occupancy amount of the receiving buffer
of'the decoding device.

In step S501, when the buffer occupancy amount calculat-
ing unit 322 determines that underflow will occur in units of
groups, the buffer occupancy amount calculating unit 322
instructs the filler adding unit 324 to edit the output stream so
that underflow also occurs in units of pictures. The filler
adding unit 324 edits the output stream to skip the display of
apicture. The picture in which underflow has occurred is also
referred to as a big picture.

According to the third embodiment, when underflow
occurs in units of groups, an appropriate process is per-
formed.

Fourth Embodiment

Next, a description is given of a video image decoding
device according to a fourth embodiment. In the fourth
embodiment, the encoded data that is encoded by the video
image encoding device according to the third embodiment is
appropriately decoded.

Configuration

FIG. 21 is a block diagram illustrating a schematic con-
figuration of a video image decoding device 400 according to
the fourth embodiment. The video image decoding device
400 includes areceiving buffer 405, a decode time calculating
unit 420, an output time calculating unit 430, a group decode
delay information extracting unit 421, a group output delay
information extracting unit 431, a group decode time calcu-
lating unit 422, a group output time calculating unit 432, a
group information extracting unit 440, a block decoding unit
410, a frame memory 411, a group output unit 412, and a
display control unit 413.

The units included in the video image decoding device 400
are mounted in the video image decoding device 400 as
separate circuits. Alternatively, the units included in the video
image decoding device 400 may be mounted in the video
image decoding device 400 as a single integrated circuit in
which circuits implementing the functions of the units are
integrated. Alternatively, the units included in the video
image decoding device 400 may be functional modules real-
ized by computer programs executed in a processor included
in the video image decoding device 400.

Undertlow Detection, Stream Editing

A description is given of a method of detecting underflow
and a method of editing a bit stream performed by the video
image decoding device 400 according to the fourth embodi-
ment.

First, the block decoding unit 410 performs the same
operation as that of the first embodiment. Underflow is
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detected by the block decoding unit 410. The block decoding
unit 410 receives bit amount information from an entropy
decoding unit (not illustrated).

In this case, when the condition (2) is not satisfied in at least
one of the groups, the block decoding unit 410 detects that
underflow has occurred in a group included in the picture. For
example, the graph 91 in FIG. 18 indicates that underflow has
occurred at dgt(1).

Atthis time, the block decoding unit 410 reports underflow
occurrence information to the display control unit 413. When
the display control unit 413 receives the underflow occur-
rence information and confirms that underflow has occurred,
the display control unit 413 performs a process of skipping
the display of a picture.

That is to say, when underflow occurs in a group dgt(1) in
the picture having a decode time of dt(k), even if a bit amount
that may be decoded as a picture is accumulated in the buffer
at dt(k), the picture of dt(k) is displayed at dt(k+1). The
picture that is supposed to be displayed at dt(k+1) is skipped.

In the example of FIG. 19, the picture supposed to be
displayed at dt(1) is displayed at dt(2), and the picture sup-
posed to be displayed at dt(2) is skipped. In this example, it is
assumed that the decoding is performed instantaneously, and
that output (display) is performed at the same time as the
decoding.

By performing the above process, display of a picture is
skipped, so that the order in displaying pictures is not
changed.

Operation

Next, a description is given of operations of the video
image decoding device 400 according to the fourth embodi-
ment. FIG. 22 is a flowchart illustrating an example of a
process of the video image decoding device 400 according to
the fourth embodiment.

Instep S600, the block decoding unit 410 confirms whether
underflow will occur in units of groups based on the buffer
occupancy amount of the receiving buffer 405.

In step S601, when the block decoding unit 410 determines
that underflow will occur in units of groups, the block decod-
ing unit 410 reports underflow generation information to the
display control unit 413. When the underflow generation
information is reported, the display control unit 413 corrects
the timing of displaying the picture.

According to the fourth embodiment, the encoded data
encoded by the video image encoding device 300 according
to the third embodiment is appropriately decoded.

Fifth Embodiment

FIG. 23 is a block diagram of an example of a video image
processing device 500 according to a fifth embodiment. A
video image processing device 500 is an example of the video
image encoding devices or the video image decoding devices
described in the respective embodiments. As illustrated in
FIG. 23, the video image processing device 500 includes a
control unit 501, a main memory unit 502, a secondary
memory unit 503, a drive device 504, a network I/F unit 506,
an input unit 507, and a display unit 508. These units are
connected via a bus so that it is possible to exchange data
among each other.

The control unit 501 controls the respective devices and
performs calculation and processing on data in the computer.
Furthermore, the control unit 501 is a processor for executing
programs stored in the main memory unit 502 and secondary
memory unit 503, receiving data from the input unit 507 and
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the storage device, performing calculations and processing on
the data, and outputting the data to the display unit 508 and the
storage device.

The main memory unit 502 is, for example, a ROM (Read-
Only Memory) or a RAM (Random Access Memory), and is
a storage device for storing or temporarily saving the OS that
is the basic software and programs such as application soft-
ware executed by the control unit 501, and data.

The secondary memory unit 503 is, for example, a HDD
(Hard Disk Drive), which is a storage device for storing data
relevant to application software.

The drive device 504 is for reading a program from a
recording medium 505 such as a flexible disk, and installing
the program in the storage device.

The recording medium 505 stores a predetermined pro-
gram. The program stored in the recording medium 505 is
installed in the video image processing device 500 via the
drive device 504. The installed predetermined program may
be executed by the video image processing device 500.

The network I/F unit 506 is an interface between the video
image processing device 500 and peripheral devices having
communication functions connected via a network such as a
LAN (Local Area Network) and a WAN (Wide Area Net-
work) constructed by a wired and/or wireless data transmis-
sion path.

The inputunit 507 includes a curserkey, a keyboard includ-
ing keys for inputting numbers and various functions, and a
mouse and a slice pad for selecting a key on the display screen
of the display unit 508. Furthermore, the input unit 507 is a
user interface used by the user for giving operation instruc-
tions to the control unit 501 and inputting data.

The display unit 508 includes a LCD (Liquid Crystal Dis-
play), and displays information according to display data
input from the control unit 501. The display unit 508 may be
provided outside, in which case the video image processing
device 500 has a display control unit.

Accordingly, the video image encoding process or the
video image decoding process described in the above
embodiments may be implemented as a program to be
executed by a computer. By installing this program from a
server and causing a computer to execute this program, it is
possible to implement the above-described video image
encoding process or the video image decoding process.

Furthermore, the video image encoding program or the
video image decoding program may be recorded in the
recording medium 505, and cause a computer or a mobile
terminal to read the recording medium 505 recording this
program to implement the above-described video image
encoding process or the video image decoding process.

The recording medium 505 may be various types of record-
ing media such as a recording medium for optically, electri-
cally, or magnetically recording information, for example, a
CD-ROM,; a flexible disk, and a magnet-optical disk, or a
semiconductor memory for electrically recording informa-
tion, for example, a ROM and a flash memory. The recording
medium 505 does not include carrier waves.

A program executed by the video image processing device
500 has a module configuration including the respective units
described in the above embodiments. As the actual hardware,
the control unit 501 reads a program from the secondary
memory unit 503 and executes the program to load one or
more of the above described units in the main memory unit
502, so that one or more the units are generated in the main
memory unit 502.

Furthermore, the video image encoding process described
in the above embodiments may be mounted in one or more
integrated circuits.
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The video image encoding device according to the above
embodiments may be used for various purposes. For example,
the video image encoding device or the video image decoding
device may be built in a video camera, an image transmitting
device, an image receiving device, a videotelephony system,
a computer, or a mobile phone.

According to an aspect of the embodiments, when realizing
codec delay of less than one picture time, lower delay is
realized.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
standing the invention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiments of the
present invention have been described in detail, it should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the invention.

The present invention is not limited to the specific embodi-
ments described herein, and variations and modifications may
be made without departing from the scope of the present
invention. All or a plurality of configuration elements in the
above embodiments may be combined.

What is claimed is:

1. A video image decoding device comprising:

a group information extraction unit configured to extract,
from an input stream, group information indicating a
group among a plurality of groups into which blocks are
grouped, the input stream including encoded data of the
blocks obtained by dividing each picture included in
video image data;

an output delay information extraction unit configured to
extract, from the input stream, group output delay infor-
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mation of a given group, wherein the group output delay
information of the given group includes information
indicative of a delay by which displaying the blocks of
the given group is delayed in response to a time at which
another group is decoded, said another group being
decoded after the given group is decoded;

an output time calculation unit configured to calculate an
output time of the given group based on the group infor-
mation and the group output delay information, the out-
put time of the given group being a time at which the
blocks of the given group are displayed; and

an output unit configured to sequentially output, at respec-
tive output times, the groups that have been decoded.

2. A method executed by a computer, the method compris-

ing:

extracting, from an input stream, group information indi-
cating a group, among a plurality of groups into which
blocks are grouped, the input stream including encoded
data of the blocks obtained by dividing each picture
included in video image data;

extracting, from the input stream, group output delay infor-
mation of a given group, wherein the group output delay
information of the given group includes information
indicative of a delay by which displaying the blocks of
the given group is delayed in response to a time at which
another group is decoded, said another group being
decoded after the given group is decoded;

calculating an output time of the given group based on the
group information and the group output delay informa-
tion, the output time of the given group being a time at
which the blocks of the given group are displayed; and

sequentially outputting, at respective output times, the
groups that have been decoded.
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